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1 Introduction 

In recent years, significant progress in understanding the physics of 
carbon nanotube (CNT) electronic devices and in identifying potential ap-
plications has occurred [1, 2]. In a CNT [3, 4], low bias transport can be 
nearly ballistic across distances of several hundred nanometers.  Deposi-
tion of high-κ gate insulators does not degrade the carrier mobility. The 
conduction and valence bands are symmetric, which is advantageous for 
complementary applications. The bandstructure is direct, which enables 
optical emission. Because of these attractive features, carbon nanotubes are 
receiving much attention for potential nanoscale field-effect transistor 
(FET) applications. CNTFETs also provide a concrete context for explor-
ing mesoscopic physics of one-dimensional nanostructures.  

 
Device simulations of CNTFETs have been extensively reported in last 

five years [5-16]. Significant advances have been achieved in developing 
simulation methods, understanding device physics, and optimizing designs 
using modeling and simulation. This chapter is not intended to be an ex-
tensive review of the field.  We focus on the device physics of CNTFETs 



as revealed by quantum device simulation. The simulation results are en-
tirely taken from the work by the authors and their collaborators.  

 
The chapter is organized as follows. Section 2 describes an atomistic 

simulation approach for CNTFETs using the non-equilibrium Green’s 
function (NEGF) formalism. Section 3 discusses device characteristics at 
the ballistic limit. The effect of phonon scattering on device characteristics 
is discussed in Section 4. Section 5 assesses the high-frequency perform-
ance limits of CNTFETs at the ballistic limit and in the presence of scatter-
ing. Section 6 examines photoconductivity of CNTFETs, and Sec. 7 
summarizes this chapter. 

 
 

2 SWNT-FET Simulation Using NEGF Approach 

2.1 The NEGF formalism 

Conventional device simulation methods treat nanoscale devices using 
a top-down approach by inserting quantum extensions into semiclassical 
transport models. For molecular scale devices, the validity of the top-down 
approaches is questionable. The simulation methods for molecular scale 
devices should incorporate an understanding of atomistic structures, quan-
tum effects, and multi-phenomena (e.g. heat dissipation, light emission). 
They should also be able to treat open boundaries for devices to connect to 
circuits, and be computationally efficient enough for routine simulations. 
New bottom-up simulation methods (from atomistic level to device level) 
are being explored to address these challenges. 

 
The non-equilibrium Green’s function (NEGF) formalism[17-19] pro-

vides an ideal approach for bottom-up device simulations due to the fol-
lowing reasons, (1) atomistic descriptions of devices can be readily im-
plemented, (2) open boundaries can be rigorously treated, and (3) multi-
phenomena (e.g. inelastic scattering, AC characteristics, light emission, 
and etc.) can be modeled. 

 
Figure 1 summarizes how to apply the NEGF approach to a generic 

transistor. The transistor channel, which can be a piece of silicon, a carbon 
nanotube, or a single molecule, is connected to the source and drain con-



3 

tacts. The channel conductance is modulated by the gate. The step-by-step 
procedure for the NEGF approach is described as follows [19]:. 

 
(1)   Identify a suitable basis set and write down the Hamiltonian matrix 

H for the isolated channel. The self-consistent potential, which is a 
part of the Hamiltonian matrix, is included in the diagonal compo-
nents of H. The size of the N x N Hamiltonian matrix is determined 
by the total number of basis functions in the channel region. 

 
(2)  Compute the self-energy matrices, Σ1, Σ2, and ΣS , which describe 

how the channel couples to the source contact, the drain contact, and 
the dissipative processes (e.g., phonon scattering, electron-photon 
coupling), respectively. The source and drain self-energies can be 
computed using a recursive relation [19]. At the ballistic limit, 

0=ΣS . The dissipative processes can be treated by conceptually 
adding a “scattering contact” which in steady state takes carriers 
away from the initial states and put an equal number of carriers back 
to the final states. The carrier statistics of the “scattering contact” are 
determined by the distribution function of the channel, so that SΣ  
needs to be iteratively solved with the Green’s function using the 
self-consistent Born approximation [19]. 

 
(3)  Compute the retarded Green’s function, 

 

Gr (E) = (E + i0+ )I − H − Σ1 − Σ2 − ΣS 
−1

 (2.1) 

 
It is computationally expensive to compute the Green’s function by 
directly inverting the matrix, because the inversion need to be per-
formed for a large number of energy grid points. Efficient computa-
tional techniques, such as a recursive algorithm, have been devel-
oped to reduce the computational cost by order of magnitude[20]. 

(4)  Determine the physical quantities of interest from the Green’s func-
tion matrix. For example, the electron density can be computed by 
integrating the diagonal entries of the following electron correlation 
function over energy, 

 
Gn (E) = Gr Γ1 f1(E) + Γ2 f2 (E) + ∑s

in  Gr+  (2.2) 



 
where f1,2 are the equilibrium Fermi functions of the two contacts, 
and )( 2,12,12,1

+Σ−Σ=Γ i are the broadening functions of contact 1 or 
contact 2, and in

SΣ  is the in-scattering function of the dissipative 
processes.  

 
(5)  For a self-consistent solution, the NEGF transport equation is solved 

iteratively with the Poisson equation until self-consistency is 
achieved. The source current, for example, can then be computed as  

IS = 4e h( ) dE ⋅Trace ∑1 f1A − Γ1G
n −∞

+∞

∫  (2.3) 

 
where )( +−= rr GGiA  is the spectral function, and the factor of 4 
comes from a spin degeneracy of 2 and a valley degeneracy of 2 in 
the carbon nanotube energy bandstructure.  
 
The NEGF approach as outlined here is based on a number of simpli-
fying assumptions such as the use of a single particle, mean field  
picture.  See Datta for a discussion of the method [19]. 
 
 

 
 

Fig. 1.  A generic transistor comprised of a device channel connected to source 
and drain contacts. The source-drain current is modulated by a third elec-
trode, the gate. The quantities involved in the NEGF formalism are also 
shown. 
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2.2 SWNT-FET Simulation in a Real Space Basis Set 

The NEGF approach as described above can be implemented in an at-
omistic basis set that consists of the pZ orbitals of all the carbon atoms in 
the channel. There are four orbitals in the outer electron shell of a carbon 
atom (s, px, py, and pz).  One pz orbital is often sufficient because the bands 
involving pz orbitals are largely uncoupled from the bands involving the 
other orbitals, and the bands due to the s, px and py orbitals are either well 
below or well above the Fermi level, and therefore, unimportant for carrier 
transport [4, 21]. We use a tight-binding approximation to describe the 
interaction between carbon atoms, and only nearest neighbor coupling with 
a coupling parameter of  eV3=t  was considered. Notice that the so-called 
σ-π hybridization, which can be important for very small diameter tubes 
(<0.8nm), is not treated in the model. The σ-π hybridization can be treated 
using a 4 orbital tight binding model [22], the extended Hückel theory [23], 
or an ab intio simulation [24], which is beyond the scope of this chapter.  

 
The real space approach produces matrices in the size of the number of 

carbon atoms in the channel. A CNT channel with a length of tens of na-
nometers consists of several thousand carbon atoms. The straightforward 
but computationally expensive approach is to compute rG  is by directly 
inverting the matrix Sinv HIiEG Σ−Σ−Σ−−+= +

21)0( .  Significant 
computational savings can be achieved by exploiting the block tridiagonal 
structure of invG , which allows rG  to be computed by a recursive algo-
rithm without inverting a large matrix [25].  If the CNT channel consists of 
NC carbon rings of a (n, 0) nanotube, the computational cost of directly in-
verting invG  goes as O[ )( 33

CNn × ] whereas with the recursive algorithm it 
is only O )( 3

CNn × .  By using the recursive algorithm, the computational 
cost only increases linearly with the tube length [21, 26]. 

2.3 SWNT-FET Simulation in a Mode Space Basis Set 

A mode-space approach that significantly reduces the size of the 
Hamiltonian matrix when the potential around the tube is nearly invariant 
has also been developed [26]. The approach decouples the two-
dimensional real space CNT lattice to one-dimensional modes by 
performing a basis transform in the circumferential direction of the tube 
from the real space to the k space. The wave function in the circumferential 
direction of each mode is a plane wave with wave vector satisfying the 
periodic boundary condition. For coaxially gated CNTFETs, the potential 
is invariant around the CNT, and the mode space approach is exact. For 



the CNT, and the mode space approach is exact. For CNTFETs with planar 
gates, the mode space approach applies as long as the potential variation 
around the CNT is smaller than the spacing between the subbands. This 
condition is satisfied by many CNTFETs demonstrated to date because the 
diameter of the tube is small compared to the gate oxide thickness and the 
spacing between the 1st and 2nd subbands is as large as several hundreds of 
meVs.  

 
The mode space approach reduces the computational cost by orders of 

magnitude because (i) it reduces a two-dimensional problem to a set of 
one-dimensional problems and (ii) only the lowest a few modes are rele-
vant to transport and need to be treated. Routine device simulation and op-
timization becomes possible by using the mode space approach. In the 
cases when the symmetry around the tube is broken, the real space treat-
ment becomes necessary. For example, for CNTs with atomistic vacancies 
or defects, the variation around the circumferential direction of the CNT is 
large, and the mode space approach no longer applies. A recent study based 
on a real space treatment showed that a single atomistic vacancy can de-
crease the drive current of a CNTFET by as large as 25%[27]. 

2.4 Treatment of Metal-CNT Contacts 

Most CNTFETs demonstrated to date operate as Schottky barrier tran-
sistors. Schottky barriers (SBs) exist at the metal-CNT contacts [28]. An 
atomistic treatment of the metal contacts is not practical for routine device 
simulation, so a phenomenological treatment has been developed. In the 
mode space treatment, the self-energy of a mode is [19] 
 

+=Σ ττ sC gE)( , (2.4) 
where τ  is the coupling between the mode and the metal contact, sg  is the 
surface Green’s function. The contact broadening function can be com-
puted as, 

 
++ =Σ−Σ=Γ τπτ sCCC DiE 2)()(  (2.5) 

where DS is the density-of-states (DOS) of the metal contact and satisfies 
)(2 +−= sss ggiDπ  If one assumes that the density of states in metal DS and 

the coupling between the mode and the contact τ  are energy-independent 
in the energy range of interest, Eq. 2.5 can be simplified as 
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tic α−=Σ , (2.6) 
 

where eVt 3≈  is the C-C binding parameter, and α  is a unitless parame-
ter whose value is determined by the coupling strength between the CNT 
and the metal contact and the DOS of the metal contact. It can be treated as 
a fitting parameter, whose value is determined by best fitting between the 
simulation results and the measurements [29]. 
 

3 Device Characteristics at the Ballistic Limit 

Significant advances have been achieved in understanding the device 
physics of CNTFETs. CNTFETs have been made in two ways as shown in 
Fig. 3.1. The first kind of CNTFETs operate like an unconventional Schot-
tky barrier FETs (Fig. 3.1a). At low gate voltages, a potential barrier is cre-
ated in the channel region, the thermionic emission (TE) current over the 
top of the barrier is small and the transistor is turned off. At high gate volt-
ages, the gate modulates the tunneling current by tuning the thickness of 
the Schottky barrier at the source end of the channel. CNTFETs demon-
strated at early stages all operate as SBFETs due to their simple fabrication 
process[30, 31]. CNTFETs with doped source and drain extensions, which 
operate like a conventional MOSFET, have been demonstrated re-
cently[32-34]. As shown in Fig. 3.1b, the gate modulate the channel con-
ductanc at both the off and on states. The doped source and drain exten-
sions can be created by either electrostatic gating or chemical doping. The 
simpler electrostatic gating approach is good for proof of concept, but the 
chemical doping approach is technologically more relevant. We first dis-
cuss device physics and limitations of CNT SBFETs, and then point out 
potential advantages of CNT MOSFETs. 

 
Fig. 3.2 shows the (simulated) I-V characteristics of a mid-gap CNT 

SBFET. The I-V characteristic is ambipolar. For VGS > VDS/2, the conduc-
tion band edge is pushed down by the gate voltage. Electrons can tunnel 
from the source contact into the channel region and produce electron cur-
rent. For VGS < VDS/2, the valence band is lifted up by the gate voltage. 
Holes can tunnel from the drain contact into the valence band and produce 
hole current. The minimal leakage current is achieved at VGS =VDS/2, at 
which the electron current is equal to the hole current [35, 36]. In terms of 
band profile, it requires the conduction band bending at the source end of 
the channel to be symmetric to the valence band bending at the drain end 



of the channel. By considering that strong tunneling occurs in these de-
vices because of the small effective mass and the thin barriers, the mini-
mum leakage current of a SB CNTFET can be estimated as,  

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.1  Illustration of two kinds of CNTFETs. (a) A metal source and drain FET 

operating as a SBFET, and (b) a FET with doped source and drain exten-
sions operating as a MOSFET. 
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where <T> is the average current transmission coefficient. Eq. 3.1 shows 
that the minimum leakage current exponentially depends on the CNT 
bandgap and the source-drain voltage. We next explore the scaling proper-
ties of CNT SBFETs in terms of the CNT diameter and power supply volt-
age. 
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Fig.3.2 Operation of a mid-gap CNT SBFET. (a) the log (ID) vs. VGS char-
acteristic, and (b) the energy band diagram at VGS = VDS/2.[21] 

 
Figure 3.3 shows the ID vs. VG characteristics of CNT SBFETs with 

three different nanotube diameters. The CNT bandgap is approximately in-
versely proportional to the tube diameter, and can be expressed as 

)(8.0~ nmindeV [4]. Varying the tube diameter from 1nm to 2nm 
changes the CNT bandgap from ~0.8eV (a value in between the Si and Ge 
bandgaps) to ~0.4eV (a value smaller than the Ge bandgap). Because the 
minimal leakage current exponentially increases as the tube diameter in-
creases, the minimum leakage current increases dramatically as the tube 
diameter decreases.  At the same time, the on-current is also improved be-
cause it is easier to make good contacts to materials with smaller band-
gaps, but the on-off ratio decreases significantly as the nanotube diameter 
increases [36].   

 
Fig.3.3 Scaling of nanotube diameter. ID vs. VG characteristics at VD=0.4V for the 

CNT SBFET with different nanotube diameter. The solid line with circles 
is for (13,0) CNT (with d~1nm), the sold line is for (17,0) CNT (with 
d~1.3nm), and the dashed line is for (25,0) CNT (with d~2nm)[36].  
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We next examine power supply voltage scaling. Figure 3.4a shows the 
ID vs. VG characteristics of the CNT SBFET with three different power 
supply voltages.  For each power supply voltage, we define the off-current 
at the minimal leakage point (VG,off=VD/2 and VD=VDD), and the on-current 
is defined at DDoffGonG VVV += ,,  and VD=VDD. Fig. 3.4a shows that the 
minimal leakage current increases exponentially as the power supply volt-
age increases, just as Eq. (3.1) predicts [35, 36]. Fig. 3.4a also shows that 
the on-current increases with VDD.  The off-current vs. on-current for dif-
ferent power supply voltages is plotted in Fig. 3.4b.  The trade-off for re-
ducing the off-current by lowering the power supply voltage is the degra-
dation of on-current.  The choice of power supply voltage will depend on 
the type of circuit applications.   

 

 

 
 
Fig.3.4 Scaling of Power supply voltage. (a) ID vs VG characteristics under differ-

ent power supply voltages for the CNTFET. For each power supply volt-
age, the drain is biased at the power supply voltage, VD=VDD. (b) The off-
current vs. on-current for different power supply voltages [36]. 
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We also simulated CNT SBFETs with different metal-CNT SB heights. 

When the gate insulator is thin, varying the SB height has a small effect on 
the qualitative feature of the I-V curve. The transistor is ambipolar regard-
less of the SB height. The reason is that the SB thickness is roughly the 
gate oxide thickness due to electrostatic screening length [8, 37] and the 
effective mass of carriers in CNTs is small. The barrier is thin when the 
gate oxide is thin, and it is nearly transparent for any physical value of the 
SB height. Although the hole conduction current is larger than the elctron 
conduction current for a CNT SBFET with a zero SB height for holes, the 
transistor still qualitatively shows ambipolar characteristics when the oxide 
is thin (<10nm) [5, 29]. 

 
One advantage of an ambipolar CNT SBFET is that it can be used as 

either an n-type and p-type FET in a CMOS application if the threshold 
voltage of the transistor is carefully designed [38], but the large leakage 
current increases the standby power. Acceptable leakage currents require a 
bandgap of at least ~0.8eV (a nanotube diameter of less than 1 nm), but it 
is more difficult to make low SB contact to a CNT with a larger diameter. 
Carriers must tunnel into the channel at on-state, which lowers on-current. 
A zero SB to a CNT is possible by using a right combination of the contact 
material and CNT diameter [28, 39], but reducing the SB height to zero is 
still not enough for reaching the true ballistic performance limit at on-state, 
because even then a significant fraction of the current is carried by elec-
trons below the Fermi level, which must tunnel into the semiconductor 
[40]. A CNT MOSFET improves both the ballistic on-current and sup-
presses the minimal leakage current, as shown in Fig. 3.5. For a typical 
MOSFET, the Fermi level in the n+ source and at the beginning of the 
channel is well above the conduction band, which is effectively a negative 
Schottky barrier [40]. The type of doping for the source and drain exten-
sions defines the type of the transistor and suppresses ambipolar conduc-
tion. The n+ doped source and drain extensions do not conduct hole current. 
The source-drain current, however, increases when the gate voltage de-
creases to sufficiently negative value, which leads to band-to-band tunnel-
ing from contacts to the channel region. 

 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.5 ID vs. VG characteristics for the CNT MOSFET (the solid lines) 

and the CNT SBFET (the dashed lines) at VD=0.4V and 0.6V.  

4 Role of Phonon Scattering 

The excellent carrier transport properties of CNTs have been a topic of 
strong interest. Since the geometry of the CNTs result in a smooth surface, 
surface roughness scattering can be expected to be negligible. Backscat-
tering is suppressed by the reduction in phase space for one-dimensional 
conductors. The result is that mean-free-paths (mfps) of several hundred 
nanometers and an extraordinarily high mobility up to Vscm /000,20 2  are 
commonly observed under low bias conditions [41, 42]. Under high bias 
(>0.2V), however, scattering by optical phonons (OPs) and zone boundary 
(ZB) phonons dominates, and the mfps decrease substantially to the order 
of 10nm[43-45]. The effects of phonon scattering in metallic tubes and in 
semiconducting tubes for low-field transport (e.g., low-field mobility 
measurements and calculations) have been studied in literature. In this sec-
tion, we focuses on high-field transport in the presence of phonon scatter-
ing in both CNT SBFETs and CNT DopoedSD-FETs[ 46-49].  

 
We first perform non-self-consistent simulations to examine the direct 

effect of phonon scattering on the on-current of CNT SBFET [46]. The re-
sult shows that even for a channel several times longer than phonon scat-
tering mfp, the direct effect of phonon scattering is small. For a CNTFET 
with an on-state conduction band profile as shown in Fig. 4.1, the ballistic 
on-current is computed to be 4.7µA. By using the ballistic band profile, a 
non-self-consistent transport simulation in the presence of phonon scatter-
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ing was performed. The simulated on-current in the presence of both AP 
and OP/ZB scattering is Insc≈4.4µA. The current is surprisingly close to the 
ballistic value (~94%), although the channel length (50nm) is several times 
longer than the phonon scattering mfp (~10nm). A more careful examina-
tion shows that the small degradation from the ballistic current is mostly 
due to the near elastic AP scattering instead of the OP/ZB scattering. 

 
 Fig. 4.1 explains why the short mfp OP/ZB scattering has a small di-

rect effect on the DC source-drain current. Electrons can tunnel into the 
channel from the source contact in the energy range close to the source 
Fermi level, as shown by the dashed line in Fig. 4.1. The source injected 
electrons accelerate as they travel along the channel and can possess 
enough energy to emit an OP/ZB phonon. After emitting an OP, whose en-
ergy is much larger in a CNT than in common semiconductors, a backscat-
tered electron encounters a much higher and thicker Schottky barrier at the 
source end, and can hardly return back to the source. The result is that the 
electrons rattle around in the channel and finally exit to the drain. The OP 
and ZB scattering, though occurs even in a short-channel CNTFET, has a 
small direct effect on the current under modest gate biases[47].  

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
Fig.4.1  The non-self-consistently computed source current spectrum (the dashed 

line) and the drain one (the dash-dot line) in the presence of phonon scat-
terings. The first subband profile of the simulated CNT SBFET is shown 
by the solid line[46]. 
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In order to describe the indirect effect of phonon scattering through 
self-consistent electrostatics [50], we next show self-consistent simulation 
results. The simulated device is a planar gate CNTFET with a 50nm-long 
channel and a 8nm-thick HfO2 top gate insulator. Figure 4.2a shows that 
phonon scattering results in larger electron density in the channel region. 
The reason is that phonon scattering lowers the average carrier velocity, so 
the charge density in the channel must increase to maintain a similar 
source-drain current. Due to the self-consistent potential produced by the 
larger electron density, the band profile in the channel region moves up, as 
shown in Fig. 4.2b. The source-drain current is reduced through self-
consistent electrostatics. As shown by the current spectrums plotted in Fig. 
4.2b, compared to the non-self-consistently computed current spectrum 
(the dash-dot line), the self-consistently computed current spectrum (the 
solid line) delivers a smaller current density in a narrower energy window. 
The self-consistently computed on-current is Isc≈3.7µA, and is about 80% 
of the ballistic on-current. In summary, the direct effect of scattering re-
duces the ballistic current by 6%, but the indirect effect reduces it by an 
additional 14%.   

 
 

 
 
 
 
 
 
 
 
 

 
 
Fig.4.2 The indirect effect of phonon scattering through self-consistent electrostat-

ics (a) The electron densities and (b) the first conduction subband profiles 
at the ballistic limit (the dashed lines) and in the presence of phonon scat-
tering (the solid lines). The top axis in (b) shows the current spectrum cal-
culated in the presence of phonon scattering. The solid line shows the self-
consistently computed current spectrum (using the solid band profile). For 
comparison, the dash-dot line shows the non-self-consistently computed 
current spectrum (using the dashed band profile). 

 
The strength of the indirect effect strongly depends on the effectiveness 

of gate control. For a CNTFET with thin, high-κ gate insulator, the gate in-
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sulator capacitance is larger. The self-consistent potential produced by the 
charge in the channel region is small, and the indirect effect is also small. 
On the other hand, For a CNTFET with thick gate insulator and a small 
gate capacitance, the self-consistent potential produced by the charge in 
the channel is larger. The indirect effect through self-consistent electrostat-
ics is also more important. 

 
The indirect effect of phonon scattering also occurs in a CNT 

MOSFET. Figures 4.3a and 4.3b sketch the subband profile and an OP 
emission event under a modest gate bias in a CNT SBFET and in a CNT 
MOSFET, respectively. For the CNT SBFET, the current is controlled by 
quantum tunneling through the Schottky barrier at the source end of the 
channel. For the CNT MOSFET, the current is controlled by thermionic 
emission over the top of the barrier at the beginning of the channel. For 
both transistors, OP/ZB phonon scattering can result in pile-up of charge in 
the channel, and affects the potential profile near the source through two-
dimensional electrostatic effect. The indirect effect in the CNT SBFET, 
however, is expected to be more severe than in the CNT MOSFET. As 
shown in Fig. 4.3, the potential profile at the beginning of the channel in 
the CNT SBFET varies much more rapidly than in the CNT MOSFET. As 
a result, the source-injected electrons in the CNT SBFET can gain enough 
energy and emit an optical phonon within a distance much shorter than that 
in the CNT MOSFET. The pile-up of charge in a CNT SBFET occurs 
closer to the beginning of the channel, and has a larger effect on the poten-
tial profile at the beginning of the channel, which controls the source-drain 
current. The indirect effect, therefore, is expected to be more important in 
the CNT SBFET. 
 
 
 
 
 
 
 
 
 
Fig. 4.3 The schematic sketch of the first subband profile and an OP emission 

event for (a) a SBFET and (b) a MOSFET with a similar channel length 
and on-current under a modest gate bias [46]. 
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Fig.4.4 The ID vs. VG characteristics at VD=0.1V for the CNT MOSFET at the bal-

listic limit (the dashed line) and in the presence of phonon scattering (the 
solid line with circles) [49].   

 
 
It is also interesting to examine the effect of phonon scattering on the 

DC off-current of the FETs. We found that phonon scattering has a small 
effect on the minimal leakage current of the CNT SBFET, but significantly 
affect the minimal leakage current of the CNT MOSFET, as shown in Fig. 
4.4. In the presence of phonon scattering, the minimal leakage current is 
much larger and occurs at a larger gate voltage [49]. The reason is ex-
plained in Fig. 4.5. As the gate voltage decreases, the source-drain current 
first exponentially decreases in the subthreshold region. As the gate volt-
age is sufficiently negative, the source-drain current reaches a minimum 
value and then exponentially increases due to the onset of band-to-band 
tunneling. At the ballistic limit, band-to-band tunneling occurs when the 
valence band in the channel aligns with the conduction band in the source 
extension, as shown in Fig. 4.5a. In the presence of phonon scattering, 
band-to-band tunneling starts to play an important before the valence band 
in the channel aligns with the conduction band in the source extension as 
gate voltage decreases due to a phonon-assisted tunneling process, as 
shown in Fig. 4.5b. The minimal leakage current, therefore, is reached at a 
larger gate voltage. The results indicate that it is important to treat phonon-
assisted scattering in order to accurately compute the minimal leakage cur-
rent. The steep subthreshold slope in the band-to-band tunneling current 
promises a new type of transistor with a subthreshold swing less than 
60mV/dec [5]. Phonon-assisted tunneling again plays an important role on 
determining the exact value of the subthreshold slope for the band-to-band 
tunneling current.  
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        (a)     (b) 
 
Fig. 4.5. The current spectrum at the minimal bias point (a) for the ballistic limit 

and (b) in the presence of phonon scattering. The conduction and valence 
subband profiles of the CNT MOSFET are also shown[49].  

 
 
 
 

5 High-Frequency Performance Limits 

The excellent carrier transport properties of CNTs lead to strong inter-
est for high-speed device applications. The low-field mobility is as high as 
20,000cm2/Vs [42, 51]. In addition, the CNTFET also provides a concrete 
context to study time-dependent quantum transport in one-dimensional 
nanostructures. The first experiments on AC characteristics were reported 
by Appenzeller and Frank in 2004, with a measurement frequency up to 
580MHz [52, 53]. The subsequent progress has been rapid. Measurements 
with a frequency up to 2.6GHz [54], 10GHz [55], and 50GHz [56] have 
been reported. A five-stage ring oscillator built on a single tube has been 
demonstrated [38]. Theoretical works predict THz operation at the ballistic 
limit  [9, 14, 57-59]. In this section, we discuss our work on assessing the 
high-frequency performance limits at the ballistic limit and in the presence 
of phonon scattering. 

 
 
 
 

 



 
 

 
 
 
 
 
 
 
 
 

 
 
Fig. 5.1 A small-signal equivalent circuit model of a CNTFET for quasi-static 

simulations. The dashed rectangle shows the equivalent circuit of the intrin-
sic CNTFET. Parasitic capacitances and resistances are also shown [59]. 

 
 
Fig. 5.1 shows a small signal equivalent circuit model for a CNTFET. 

The high-frequency performance of a CNTFET can be assessed using the 
model under quasi-static approximation. The equivalent circuit model for 
the intrinsic CNTFET is shown within the dashed rectangle in Fig. 5.1. 
The parameters are obtained by running self-consistent quantum simula-
tions and numerically evaluating the derivatives. The intrinsic gate capaci-
tance Cg and the transconductance gm are  

 

dVg

ch
g V

QC
∂
∂

= , 
dVg

d
m V

Ig
∂
∂

=                   (5.1) 

 
where Qch is the total charge in the CNT channel, and Id is the source-drain 
current. Here we assume that gate electrostatic control is good, so that the 
charge in the channel is equal to that in the gate when parasitic capacitance 
is zero. The source-drain conductance 

gVddd VIg ∂∂= /  is obtained by 

running DC simulations with slightly different Vd. At low Vd (linear re-
gion), 1/gd accounts for the channel resistance, which includes the quantum 
resistance of a ballistic channel. The output conductance, gd, is small at 
high Vd because the current saturates. 
 

The parasitic capacitance between the gate and the source (drain) is 
treated as Cps(Cpd), and the parasitic resistance of the source (drain) contact 
is treated as Rps(Rpd). An estimation shows that the parasitic capacitance 
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plays a more important role than the parasitic resistance in the state-of-the-
art CNTFETs [14]. For a CNTFET with an equivalent circuit in Fig. 5.1, 
the cut-off frequency is  

 

         
pDpSg

m
T CCC

gf
++

≈
π2
1 . (5.3) 

 
The parasitic capacitances lower the cut-off frequency by orders of 

magnitude in state-of-the-art CNTFETs. In addition, parasitic resistance 
also imposes challenges for probing the intrinsic response of the CNTFET.  
The parasitic capacitance is dominant because the effective channel width 
(the CNT diameter) is often much smaller than the width of the contacts 
fabricated by microelectronic processes. Lowering the parasitic capaci-
tance is the most important issue to improve the high-frequency perform-
ance of state-of-the-art CNTFETs. Two possible solutions to significantly 
reduce the effect of parasitic capacitances are (i) to fabricate a CNTFET 
with one-dimensional needle-like source and drain contacts, and (ii) to fab-
ricate a CNTFET with a closely packed CNT array as the channel. To as-
sess the performance limit, the intrinsic cut-off frequency can be computed 
by assuming zero parasitic capacitance,  

 

g

m
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Fig.5.2 (a) The intrinsic cut-off frequency and (b) the intrinsic gate capacitance 

versus the gate voltage for the ballistic CNT SBFET [59]. The channel 
length is 50nm and the top HfO2 gate insulator thickness is 8nm [29]. No 
parasitic capacitance and resistance are included. 



Fig 5.2a, which plots the intrinsic cut-off frequency as a function of the 
gate voltage for a CNT SBFET, shows that the intrinsic cut-off frequency 
drops significantly as VG increases to a large enough value. Fig. 5.2b, 
which plots the intrinsic gate capacitance vs. the gate voltage at VD=VDD, 
indicates that the drop of the cut-off frequency is due to the increase of the 
intrinsic gate capacitance at large VG.  
 

In order to understand why the gate capacitance increases at large gate 
overdrive in the ballistic limit, we sketch the band diagrams at a low VG 
and a high  VG for a ballistic CNT SBFET, as shown in Fig. 5.3a and Fig. 
5.3b, respectively. When VG is low, only +k states in the channel are occu-
pied and contribute to the intrinsic gate capacitance because the drain in-
jection is neglegible. In contrast, at high VG, the first subband edge in the 
channel is low, and the bottom of the –k states are populated due to the 
drain injection and reflection of soucre-injected carriers by the barrier at 
the drain end of the channel. As a result, the channel capacitance signifi-
cantly increases when the –k states at the bottom of the subband begins to 
be populated, where a singularity in density-of-states (DOS) exists. The 
cut-off frequency decreases. 
 
 
 
 
 
 
 
 
 
 
 
Fig.5.3  Sketch of conduction band profile at (a) a low gate overdrive and (b) a 

high gate overdrive for a ballistic CNT SBFET. The occupied states are 
covered by the gray windows 

 
We next compare the intrinsic cut-off frequency of the ballistic 

CNTFET to that of a ballistic n-type Si MOSFET. Fig. 5.4, which plots 
the projected intrinsic cut-off frequencies vs. the transistor channel 
length, shows that the cut-off frequency of the CNTFET is about 
50% higher than that of the n-type Si MOSFET. The larger cut-off 
frequency of the CNTFET at the ballistic limit is due to larger band-
structure-limited velocity of the CNT channel. 

(a) (b)

EFS

EFD 
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Fig.5.4 The intrinsic cut-off frequencies for the ballistic CNT SBFET and a ballis-

tic double-gate Si MOSFET versus the channel length [59]. The perform-
ance limits are assessed and no parasitic capacitance and resistance is in-
cluded. 

 
 

Phonon scattering has a large effect on the intrinsic cut-off frequency 
of a CNT SBFET, though its direct effect on DC current is small [60]. We 
simulated a CNTFET with good gate electrostatic control (with a 5nm-
thick, coaxial high-κ gate insulator), in which the indirect effect through 
self-consistent electrostatics is also small. The transconductance and on-
current in the presence of phonon scattering is above 80% of the ballistic 
value for a channel length up to 200nm. In contrast, Fig. 5.5, which plots 
the intrinsic cut-off frequency versus the channel length at the ballistic 
limit (the circles) and in the presence of phonon scattering (the crosses), 
shows that phonon scattering significantly lowers fT. The dashed line is a 
fitting of the ballistic result by chT LmGHzf /110 µ⋅= , and the solid line is 
a fitting of the scattering result by chT LmGHzf /40 µ⋅= . Although the 
transistor delivers a near ballistic DC on-current (>80%), the cut-off fre-
quency in the presence of phonon scattering is only about 40% of the bal-
listic value for the simulated channel lengths. The reason is that phonon 
scattering leads to random walks of electrons and lowers the average car-
rier velocity, as shown in the inset of Fig. 5.5. The charge piles up in the 
channel and the intrinsic gate capacitance Cg increases significantly. The 
cut-off frequency, which is determined by gm Cg  decreases mostly due to 
the increase of Cg. 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5.5 The cut-off frequency versus the channel length at on-state (VD=VG=0.5V). 

The circles are numerically computed fT at the ballistic limit and the 
dashed line is a fitting curve of chT LmGHzf µ⋅=110 . The crosses are 
numerically computed fT in the presence of phonon scattering and the solid 
line is a fitting curve of chT LmGHzf µ⋅= 40 . The inset sketches a 
source-injected electron, which gets backscattered by emitting an OP/ZB 
phonon[60]. 

 
 

The CNTFET examined above has a thin high-κ gate insulator and a 
large gate insulator capacitance Cins. The CNTFET operates close to the 
so-called quantum capacitance (CQ) limit [61]. The indirect effect of pho-
non scattering through self-consistent electrostatics is small. The gate ca-
pacitance, which is the series combination of Cins and CQ, is close to the 
quantum capacitance because Cins>CQ. We also examined the case when 
the gate insulator is thick and the transistor operates close to the conven-
tional MOSFET limit [13]. Phonon scattering does not lead to an increase 
of the intrinsic gate capacitance because Cins<<CQ thus insg CC ≈ . It does, 
however, severely degrade the DC source-drain current and transconduc-
tance indirectly through the self-consistent electrostatic effect. The intrin-
sic cut-off frequency, which is determined by gm Cg , still decreases, but 
mostly due to the decrease of gm , instead of due to the increase of Cg .In 
summary, how scattering affects the performance of these devices depends 
not only on the physics of scattering, but also on device design. 
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6 Optoelectronic Phenomena 

Since the first demonstration of electroluminescence (EL) from a 
CNTFET about three year ago [62], significant progress has been achieved 
in CNT optoelectronics [63-69]. The channel of the device consists of a 
single molecule, which makes it the smallest light emitting device demon-
strated to date. Although at its early stage, the advance of CNT optoelec-
tronics might eventually lead to important applications. In this section, we 
apply the NEGF approach to simulate photoconductivity of a CNT SBFET 
[70]. 

 
Fig. 6.1 shows the simulated device geometry. A back-gated CNT 

SBFET is illuminated. The light is polarized along the CNT channel. We 
simulate the photo-current as a function of the light intensity and photon 
energy. A band-to-band transition picture is used. Notice that the electro-
static binding energy of the so-called exciton (an electron-hole pair) can be 
large in a CNT due to its one-dimensional geometry and decreased electro-
static screening [71]. Excitons may play an important role in CNT opto-
electronic devices. Although the treatment of excitons in a CNT device 
simulation warrants careful future studies, it is beyond the scope of this 
discussion. 

 
 
 
  
 
 
 

 
 
 
 
 
 
 
 
 

Fig.6.1 The simulated CNT SBFET under infrared (IR) light illumination. The 
electric field, E

v
, is polarized along the CNT channel. The intrinsic 

channel has a length of Lch=15nm. The SiO2 bottom oxide thickness is 
8nm [70].   
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Fig. 6.2a shows the ID-VG characteristics of the transistor without light 

illumination (the solid line) and with different illumination intensities. The 
dark current shows a strong dependence on the gate voltage and the mini-
mum leakage current is obtained at VG=VD/2. In contrast, the photocurrent, 
which is determined by the illumination intensity and the quantum effi-
ciency, is nearly independent of the gate voltage. As the illumination in-
tensity increases, the photocurrent becomes dominant and the dependence 
of ID on VG becomes much weaker. The source-drain current increases as 
the illumination intensity increases. The increases is especially obvious for 
bias points close to VG=VD/2, at which the dark current reaches the mini-
mum value. The results are in qualitative agreement with the experiment 
on a longer channel device [64].  

  
Figure 6.2b plots the energy and position resolved current spectrum, 

J(E, x), under a illumination intensity of 27 /10 cmW  and photon energy 
eV7.0=ωh  at VG=VD/2. The conduction subband profile is symmetric to 

the valence subband profile. Absorption of a photon by an electron in the 
valence band creates an electron-hole pair. Because the conduction band is 
coupled more strongly to the drain than to the source due to the SB for 
electrons at the source end of the channel, electrons flow to the drain. On 
the other hand, because the valence band is coupled more strongly to the 
source due to the SB for holes at the drain end of the channel, holes flow to 
the source. The asymmetric couplings of electrons and holes to different 
contacts separate photo-generated electrons and holes, and the CNT 
SBFET operates as a photodetector. 

 
We next examine the effect of phonon scattering on the photocurrent 

spectrum. Fig. 6.2b shows a photon-generated electron can be accelerated 
by the electric field. Enough kinetic energy can be gained near the drain 
and a OP/ZB phonon can be emitted. The backscattered electron, however, 
is unlikely to return back to the source because it encounters a much higher 
and thicker SB. Phonon scattering has a small direct effect on the photo-
current, but it significantly changes the energy-resolved photocurrent spec-
trum. At the ballistic limit, only one peak appears in the spectrum of the 
electron photo-current. In the presence of phonon scattering, additional 
peaks appear at energies of OPn ωh  (where n is an integer) below the main 
peak due to OP/ZB phonon emission, as shown in Fig. 6.2b. 
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Fig.6.2  (a) ID vs. VG characteristics without light illumination (the solid line) and 

with three different illumination power densities, 25 /10 cmW (the dashed 
line), 26 /10 cmW (the dotted line), and 27 /10 cmW (the dash-dot line). (b) 
The energy and position resolved current spectrum, J(E, x), on a grayscale 
plot at VG=VD/2=0.2V. A brighter color represents a larger value [70].  

 
We next investigate how the source-drain current depends on the pho-

ton energy and the CNT diameter. Figure 6.3 plots the source-drain current 
versus the photon energy for three zigzag CNTs with different diameters 
and subband gaps. When the photon energy is low, the dominant compo-
nent of the source-drain current is the dark current, which exponentially 
increases as the tube diameter increases [36]. Even for the photon energies 
below the subband gap energy, a considerable photocurrent flows due to 
photon-assisted tunneling [72]. (In a quantum mechanical treatment, elec-
trons in the valence subband can absorb a phonon with an energy smaller 
than the subband gap, and then tunnel into the conduction band if an elec-
tric field exists.) The peak value of the source-drain current is reached 
when the photon energy of the light is slightly above the subband gap en-
ergies because the source/drain contact broadening and weak quantum 
confinement along the short CNT channel direction shift the density-of-
states (DOS) peak slightly away from the subband edges.  

Multiple absorption peaks appear in the infrared, visible, and ultravio-
let regions for each simulated device because the quantum confinement in 
the circumferential direction of the CNT leads to discrete one-dimensional 
subbands. The absorption peaks are determined by the CNT diameter. As 
the CNT diameter increases, the bandgap decreases, and the absorption 
peaks shift to lower photon energies. The result is in agreement with the 
experiment [64]. The absorption wave length, therefore, can be engineered 
by properly choosing the CNT diameter, which offers another dimension 
for device design. 
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Fig.6.3 The source-drain current versus the photon energy in for a (22,0) CNT 

with Eg≈0.49eV (the solid line), a (17,0) CNT with Eg≈0.63eV (the 
dashed line), and a (13,0) CNT with Eg≈0.82eV (the dash-dot line) under 
the illumination intensity of 27 /10 cmW  at VG=VD/2=0.2V in the pres-
ence of electron-phonon coupling. For comparison, the dotted line with 
crosses shows the current of the (17,0) CNT without electron-phonon 
coupling . The vertical bars show the subband gaps.  

 
 
The effect of electron-phonon coupling on the photocurrent is exam-

ined in more detail next. The dotted line with symbols in Fig. 6.3 plots the 
photocurrent without electron-photon coupling for the (17,0) CNT, in or-
der to compare to that in the presence of phonon scattering (the dashed 
line). Electron-phonon coupling (i) slightly broadens the main photocur-
rent peak near eVIR 7.0≈ωh , (ii) smoothes the oscillations on the ID vs. 

IRωh  curve, and (iii) increases ID by about 10% at energies of about 

OPωh  above the main peak. Electron-phonon coupling reduces the carrier 
life time and broadens the singularities of the DOS at the edge of the one-
dimensional subbands. As a result, the photocurrent peak near 

eVIR 7.0≈ωh  is slightly broadened. Electron-phonon coupling breaks co-
herent transport in the channel and washes out quantum interference effect. 
The oscillations in the ID vs. IRωh  curve, therefore, are smoothened. Fur-
thermore, the increase of the source-drain current in the presence of pho-
non scattering near OPIR eV ωω hh +≈ 7.0  is due to a phonon-assisted 
photocurrent [73].  
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7 Summary 

A bottom-up simualtion approach based on the NEGF formalism has 
been developed for SWNT-FETs. The appoach has been applied to simu-
late DC characteristics, high-frequcncy peformance limits, and optoelec-
tronic characteristics of SWNT-FETs. The DC simulation has matured to 
such a point that the measured I-V characteristics can be quantitatively de-
scribed by device simulation [29]. Device simulation has been playing an 
important role in understanding experiments and suggesting design op-
timizations for SWNT-FETs. Many challenges, however, still remains. Al-
though SWNT-FETs are being extensively explored for electronics appli-
cations, the first application may be in the area that large scale integration 
is less important (such as sensors[74, 75]). Extending the approach to 
simulate new device applications beyond CMOS, such as CNT sensors, is 
necessary. The Kondo effect and single electron charging [76] have been 
observed in SWNT-FETs. The effects are especially important at low tem-
peratures. The current NEGF approach is limited to a single particle pic-
ture and a mean field theory. In order to capture these effects, extending 
the approach to treat strong electron-electron correlation is required. The 
high-frequency characteristics have been simulated based on quasi-static 
approximation. In order to capture non-quasi-static effects, a time-
dependent transport formalism needs to be used. Excitons can qualitatively 
change the device optoelectronic characteristics. Treating excitons in de-
vice simulations imposes another challenge. The field of CNT device 
simulation has benefited from the rapid progress of experiments in the last 
decade. We expect that close interaction between theorists and experimen-
talists continues to play an important role in addressing these challenges in 
the future. 
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